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Using the CASSCF/CASPT2 approach, along with several DFT methods (PBE0, B3LYP, BP86, OLYP), we
have investigated the bonding of CO, NO, and O2 molecules to two model heme systems: an iron(II) porphyrin
with and without an axial imidazole ligand. The experimentally available binding energies are best reproduced
by the CASPT2 method and with the OLYP functional. The other functionals considered perform much
worse, either severly overbinding (BP86) or underbinding (B3LYP, PBE0). Significant discrepancies between
the different density functionals are observed, not only for the energetics but sometimes also for structure
predictions. This confirms our viewpoint that a balanced treatment of the electronic exchange and correlation
is vital to describe the weak metal-ligand bond between heme and CO, NO, or O2. The binding energies
∆Eb were split into two contributions: the so-called spin-pairing energy ∆Esp and the “inherent” binding
energy ∆Eb0, and both contributions were analyzed in terms of method and basis set effects. We have also
investigated the spin density distributions resulting from the bonding of the NO molecule (a noninnocent
ligand) to heme. Our analysis at the DFT and CASSCF level shows that, while various density functionals
predict qualitatively very different spin distributions, the CASSCF spin populations most closely correspond
to the results obtained with the pure BP86 or OLYP rather than with the hybrid functionals.

1. Introduction

Binding energies of O2, CO, and NO to heme sites of enzymes
like myoglobin or hemoglobin are crucial for the activity of
these diatomic molecules in respiration and regulation processes.
As all three molecules have a similar size and polarity, they
are discriminated mainly by a different affinity to the ferrous
center.1 It is thus very important and challenging to reliably
reproduce their binding energies (especially the relative values)
by quantum-chemical calculations. Apart from a better under-
standing of this particular problem, the accuracy of such
calculations might serve as a real-world benchmark for the
modeling of similar processes in the field of biocatalysis.

Several theoretical studies,1-11 primarily based on Density
Functional Theory (DFT), have provided insight into the
geometries, electronic structures, and binding energies for the
heme-XO complexes (in this paper the XO abbreviation is used
for any of the three considered diatomic molecules). However,
none of the theoretically computed binding energies satisfac-
torily reproduce the experimentally available affinities.1,12,13

Particularly large errors are obtained for heme-NO complexes,
which are severely underbound by hybrid density functionals.1,10

On the other hand, nonhybrid functionals tend to overbind all
three ligands. Due to the limited number of ab initio calculations
available for similar systems, it is not clear whether the observed
discrepancies with experiment should be attributed to deficien-
cies of the theoretical models (e.g., not considering the distal
groups in the enzyme) or rather to inaccuracies of the DFT
methodology itself.

There are basically two reasons why an accurate prediction
of heme-XO binding energy might be difficult, particularly for
DFT. First, the spin state of the iron changes during the XO

addition, while spin state relative energies for transition metal
complexes are known to require a high-level description of the
electronic exchange and correlation.14,15 Second, the energy of
a covalent metal-ligand bond contains an important fraction
of nondynamic correlation.16,17 Additional complications occur
for the complexes with O2, suffering from a strong spin
contamination in unrestricted single-determinant calculations.

In the present paper we investigate heme-XO binding using
the Complete Active Space Self-Consistent Field/Second-Order
Perturbation Theory (CASSCF/CASPT2) approach.18,19 This
multireference method is capable of reproducing spin state
relative energies for a variety of ferrous complexes14,15 as well
as properly describing nondynamic correlation effects connected
to metal-ligand bonds.16,17 CASPT2 binding energies are
calculated here for all three XO ligands, and compared to the
DFT results obtained from both hybrid and nonhybrid func-
tionals, as well as to the available experimental data. Prior to
the calculations of the binding energies, we shortly discuss the
spin state energetics of the free heme. We also give special
attention to the electronic structure of the particularly interesting
complexes with NO ({FeNO}7 species20), analyzing its spin
density distribution at both the CASSCF/CASPT2 and DFT
levels.

The present study focuses on the quantum chemical descrip-
tion of heme-ligand interactions. Because the ab initio CASPT2
method is in use, the heme model must be necessarily kept rather
simple. In particular, it lacks the distal residues present in the
real enzyme, which are known to affect the binding energies.12

Therefore, their influence on the binding energiesscalled herein
as “the protein effect”sis estimated based on other theoretical
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and experimental studies,1,4,6,12,13 and taken into consideration
when comparing our results to the experimental data of
myoglobin.

2. Computational Details

2.1. Model. The model employed in the present study is
limited to the ligands directly coordinated to the central iron.
The heme group is modeled either as a porphyrin ring without
substituents, denoted as P, or as a porphyrin with an axially
coordinated imidazole ring, denoted as P(Im). Bonding of XO
then gives the heme-XO complexes denoted as either FeP(XO)
or FeP(Im)(XO). Note that similar models have been used in
many previous studies.1-3,10 The example model system is
illustrated in Figure 1. All model systems have Cs symmetry
(the xz plane being the symmetry plane) or higher: C4V for
FeP(CO), D4h for FeP (except for the Jahn-Teller distorted 3Eg

states, for which the lower D2h symmetry was used). The proper
symmetry group was employed in all calculations, including
the geometry optimization step.

2.2. Calculation of Binding Energies. Binding energies are
given with respect to the lowest state with the spin multiplicity
observed experimentally for the reactants and products: triplet
for FeP,21-24 quintet for FeP(Im),25-30 singlet for the complexes
with CO and O2,10,11 and doublet for the complexes with NO.31,32

Counterpoise corrections for basis set superposition errors
(BSSE) as well as an estimation of zero-point vibrational
energies (ZPVE) are included in all calculated binding energies.
All calculated data for these corrections may be found in the
Supporting Information.

Since the spin state is changed upon ligand bindingsfrom
high or intermediate spin to low spinswe also investigate the
binding energy with respect to the low-spin (singlet) state of
FeP or FeP(Im), denoted ∆Eb0. The relation between the binding
energy with respect either to the ground state (∆Eb) or to the
singlet state is given by

∆Eb )∆Eb0 -∆Esp (1)

where ∆Esp is so-called spin-pairing energy for the respective
heme (i.e., the energy difference between the low spin and the
ground state).

2.3. DFT Calculations. All DFT calculations were per-
formed with the Turbomole 5.933 and Gaussian0334 packages.
Geometries were optimized at the DFT level with several
functionals (PBE0,35 B3LYP36 (VWN III), BP86,37,38 OLYP)39,40

making use of the two basis sets defined in Table 1. Frequency
calculations to estimate ZPVE corrections were performed at
DFT level with the smaller basis set A. As the ZPVE corrections
are similar for different functionals (see Supporting Information)
the values from the BP86 functional were used instead of the

OLYP ones (which were not computed). During the OLYP
optimization of the FeP(Im)(NO) complex, the Fe-(Im) bond
was unexpectedly broken. Therefore, to make all calculations
consistent, the OLYP energies are in this case given for the
BP86/A structures. (Except for this case, similar OLYP results
were always obtained for both choices of structures.)

Open-shell cases were treated by means of the spin-
unrestricted DFT formalism. For heme-O2, the calculations
converged to a broken symmetry (BS) solution, exhibiting
antiferromagnetic coupling between the spin densities on the
iron and on the ligand. As the BS wave function suffers from
spin contamination, the obtained energy is a weighted average
of the energy of the target state and the states of higher
multiplicity. To approximately correct for this, a standard spin
projection technique46,47 was applied. It introduces an auxiliary
high-spin (HS) state in which (by definition) all the orbitals
being coupled for the BS state are filled with spin-up electrons.
The correction to the energy of the BS state takes the form

∆EJ ) xJ (2)

where x is measure of spin contamination in the BS state

x) 〈S2〉BS - S(S+ 1) (3)

(S being half the difference in number of spin-up minus spin-
down electrons), while J is the effective exchange coupling
constant of the Heisenberg-Dirac-Van Vleck Hamiltonian47-49

J)
EBS -EHS

〈S2〉HS - 〈S2〉BS

(4)

The HS state is obtained from a separate energy calculation at
the equilibrium geometry of the BS state. To construct the HS
state, effective spins must be assigned to iron and to the ligand,
which is possible upon inspection of the spin populations and
the natural orbitals for the BS state (see Results for information
about the electronic structure). For the O2 complexes, coupling
of one electron on iron with one electron on O2 was found ((1,1)
coupling), except for several cases where oxygen is bound very
weakly and coupling of two electrons on iron with two electrons
on O2 ((2,2) coupling) is observed instead. Thus, the HS state
either has triplet ((1,1) coupling) or quintet ((2,2) coupling) spin
multiplicity. More information on the spin projection procedure
can be found in the Supporting Information.

2.4. CASPT2 Calculations. CASSCF/CASPT2 calculations
were performed with the Molcas package,50,51 employing a
Cholesky decomposition scheme for the two-electron integrals.52

Structures from the PBE0/A calculations were used in these
calculations, except for the O2 complexes for which the BP86/A
structures were chosen instead. This was done because the PBE0
functional hardly predicts any oxygen binding, giving structures
which are presumably wrong (too long Fe-O distance); see
Supporting Information. For these cases the structures from the
nonhybrid functionals seem more correct. In all other cases
the choice between BP86 and PBE0 structures does not change
the CASPT2 results to a significant extent.

Two basis sets (denoted I and II) composed of atomic natural
orbitals (ANO) were used in the CASPT2 calculations (Table
2). All core electrons (not Fe 3s,3p) were kept frozen during

Figure 1. The model of the heme-ligand complex used in this study
on the example of FeP(Im)(NO).

TABLE 1: Basis Sets Employed in DFT Calculations

basis set definition

A Fe: ecp-10-mdf41 augmented with two f primitives
(of 2.5 and 1.4 exponents); ligands: 6-31G(d)42,43

B Fe: QZVPP;44 ligands: TZVPP45
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the CASPT2 calculations The calculations were performed using
the IPEA-shifted zeroth-order Hamiltonian55 (default in Molcas)
with an imaginary level shift (0.1 hartree). Scalar relativistic
effects were included in the calculations via the second-order
Douglas-Kroll-Hess transformation.56

For FeP, the active space was constructed by distributing 8
electrons in 11 orbitals: five orbitals with predominant iron 3d
character, a second 3d′ shell describing the double-shell cor-
relation effect within the 3d shell, and the bonding Pσ-Fe 3dxy

combination, involved in nondynamic correlation effects as-
sociated with the occurrence of a covalent Fe-Pσ interaction.16,17

For FeP(Im) the (8 in 11) active space was further extended
with Imσ, thus giving a (10 in 12) space. These active spaces
were used for the calculation of the different spin states in both
complexes (Table 3), thus providing a balanced description of
the spin pairing energy ∆Esp. We note that all CASPT2 results
in Table 3 include a correction term for the difference in ZPVE
of the different spin states. This correction was taken from the
DFT (frequency) calculation providing the structure for the
CASPT2 calculation.

In FeP(XO) and FeP(Im)(XO), covalent iron-XO interactions
give rise to additional strong correlation effects, which may be
accounted for by extending the active space with the appropriate
XO valence orbitals: σ, π, and π*. Including all five XO orbitals
would lead to an active space of 16 or 17 orbitals, giving rise
to computationally very demanding CASPT2 calculations.
However, when employing this active space, we also experi-
enced several practical problems already during the CASSCF
step, in that orbitals with occupation numbers close to either 2
or 0 tended to rotate out of the active space in favor of
respectively Fe 3s,3p core orbitals or antibonding ligand-
centered orbitals. After an extensive series of test calculations
were performed (the results of which may be found in the
Supporting Information), the following active spaces were
chosen for the calculation of the low-spin ground state in
the respective FeP(XO) and FeP(Im)(XO) complexes. First,
since in the low-spin ground state of all three complexes the
occupation of the 3dxy orbital is always small, the corresponding
4dxy was removed from the active space. For XO ) CO, 3dz2

also remains unoccupied, such that 4dz2 is also not necessary.
All five CO orbitals were then included, thus giving an active
space of (14 in 14) for FeP(CO) and (16 in 15) for FeP(Im)CO.
For NO and O2, XO σ-donation becomes less important and
the corresponding XO σ orbital could be kept inactive. On the
other hand, since in the NO and O2 complexes the 3dz2 orbital
is always at least partially occupied, 4dz2 should preferably be
included in the active space. This was done for FeP(NO) and
FeP(O2), giving an active space of respectively (13 in 14) and
(14 in 14) for these complexes. For FeP(Im)(NO) and FeP(I-
m)(O2), including on top of this also Im σ turned out to be
unfeasible. The effect of 4dz2 on the binding energy ∆Eb0 was
therefore estimated from a separate calculation without Imσ
active (and 4dz2 either active or virtual), and added to the result
obtained from the (15 in 14), (16 in 14) calculation (Imσ active,
4dz2 virtual) for respectively FeP(Im)(NO) and FeP(Im)(O2). We
note that comparable active spaces to the ones used in this work

have been proposed in two recent studies on similar heme
complexes.11,57

Binding energies ∆Eb0 with respect to the singlet state in FeP
and FeP(Im) were obtained by subtracting from the total energies
of the complexes (i) the CASPT2 energy of XO, calculated with
the same valence orbitals active as in the complex: σ, π, π* for
CO, but only π, π* for NO and O2; (ii) the CASPT2 energy of
either FeP or FeP(Im) (singlet) with an active space containing
only three or four 4d orbitals, corresponding to the doubly
occupied 3dx2-y2, 3dxz, 3dyz orbitals and possibly also 3dz2. This
gives a balanced description of ∆Eb0. However, it means that
for the calculation of the binding energy ∆Eb slightly different
active spaces are used for the two terms in eq 1. The difference
is situated in the calculation of the low-spin state of FeP and
FeP(Im), containing one or two more active orbitals for the ∆Esp

than for ∆Eb0. However, since the orbitals concerned, 4dxy, 4dz2,
correspond to (almost) empty 3d orbitals, their effect on the
total energy of the singlet state is (as expected) small: at most
2 kcal/mol. This difference should be considered as a possible
error in the CASPT2 results which, we believe, cannot
be avoided. We finally note that the CASPT2 results for ∆Eb

(Table 6) and ∆Eb0 (Table 5) are corrected for ZPVE (taken
from the DFT calculations providing the structures used in
CASPT2) and for BSSE. The latter corrections are, as expected,
considerably more important for the CASPT2 than for the DFT
results (6 kcal/mol for basis A, 0.6 kcal/mol for basis B). With
basis I, BSSE corrections ranging between 10 and 13 kcal/mol
were obtained. Going to basis II significantly reduces the BSSE,
to 7-9 kcal/mol (see also the Supporting Information).

2.5. Estimation of the “Protein Effect”. The distal residues
of myoglobin, not included in the present model, do affect
binding energiesshence this “protein effect” must be somehow
estimated if the experimental binding energies for myoglobin
are to be compared with our theoretical calculations. In several
experimental12,13 and theoretical1,4,6 studies, it was recognized
that the main effect is the formation of a hydrogen bond between
the distal histidine (His) and the bound O2 (which has partial
anionic character3). Thereby, the complex with O2 reaches an
extra stabilization in myoglobin.12 Still, controversies exist about
the size of this protein effect for the O2 complexes: the
theoretical calculations (either DFT or DFT/Molecular Mechan-
ics) notoriously predict much higher value (between 8 and 10
kcal/mol extra stabilization)1,4,6 than is actually observed
experimentally (only 2.5-3.8 kcal/mol).12,13 The discrepancy
can be caused either by limitations of the theoretical calculations
(e.g., too small models, not considering entropic effects properly)
or by an error or misinterpretation in the experimentss
certainly, we do not pretend to address this complex issue herein.
Instead, we propose to estimate the protein effect on the O2

binding as an average of the available theoretical and experi-
mental results; i.e., we assume a value of ∼6 kcal/mol.

On the other hand, the protein effect for two other ligands is
much smaller (and also easier to estimate): ∼-1 kcal/mol for
CO (i.e., it binds 1 kcal/mol weaker to myoglobin than to our
model) and ∼0 kcal/mol for NO (i.e., the protein effect is
negligible).1,12

3. Results and Discussion

3.1. Spin State Energies for the Free Hemes. An important
question preceding the calculation of any binding energy is to
identify the ground state of all reactants. Furthermore, since
bonding of XO is in the present case accompanied by a spin-
flip on iron from high- or intermediate- to low-spin, an accurate
description of the relative energy of the different spin states in

TABLE 2: Basis Sets Employed in the CASPT2
Calculations

basis set definition

I Fe: ANO-RCC53 7s6p5d2f1g
ligands: ANO-S54 (N, O: 4s3p1d; C: 3s2p1d; H: 2s)

II ANO-RCC53 (Fe: 7s6p5d3f2g1h; N, O:
4s3p2d1f; C: 4s3p1d; H: 3s1p)
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the free heme systems is of crucial importance. With this in
mind, the relative energies of the free heme systems in their
lowest (closed-shell) singlet (S ) 0), triplet (S ) 1), and quintet
(S ) 2) states are summarized in Table 3.

In Table 3 relative energies are given with respect to the
lowest state with spin multiplicity corresponding to experiment:

triplet for FeP,21-24 quintet for FeP(Im).25-30 The energy of the
closed-shell singlet state (first column of the table) then
corresponds to the spin pairing energy ∆Esp (cf. eq 1).

First, it is useful to look at the principal orbital configuration
of the relevant states. (Unless stated otherwise, this discussion
refers both to the CASSCF and to the DFT description.) For a
plot of the orbitals with predominant iron 3d character in FeP,
we refer to ref 17 (see Figure 4 therein). With the porphyrin
nitrogens situated in between the x- and y-axes (Figure 1), the
3dxy orbital is most strongly destabilized by Fe-N σ interactions,
while the 3dx2-y2 orbital remains essentially nonbonding. In
FeP(Im), 3dz2 is further destabilized by σ interaction with the
axial imidazole. As such, the (S ) 2) state in Table 3
corresponds to the configuration (dx2-y2)2(dxz)1(dyz)1(dz2)1(dxy)1,
the (S ) 0) state to (dx2-y2)2(dxz)2(dyz)2. Note, however, that for
FeP the state included here is not the lowest singlet state, the
latter being instead an open-shell singlet corresponding to
the configuration (dx2-y2)2(dxz, yz)2(dz2)2.58,59 On the other hand,
the character of the (S ) 1) state depends both on the complex
and on the method used. For FeP(Im) all methods predict
the lowest triplet to correspond to the configuration
(dx2-y2)2(dxz, yz)3(dz2)1. The same configuration is also predicted
for FeP by DFT with the pure functionals BP86 and OLYP.
However, both hybrid functionals B3LYP, PBE0, and also
CASPT2, instead find (dx2-y2)2(dxz, yz)2(dz2)2 as the main config-
uration of the lowest triplet state. We should note, however,
that the energy difference between the two triplet states
concerned is small in all cases (2 kcal/mol or less).58

As Table 3 indicates, different methods predict a different
ground state (GS) spin multiplicity. For the FeP complex the
pure BP86, OLYP functionals as well as B3LYP correctly
identify the GS as being a triplet, while PBE0 and also CASPT2
instead (incorrectly) predict a quintet GS. For FeP(Im) the
experimental quintet GS is correctly reproduced only with the
PBE0 and B3LYP functionals, as well as by CASPT2. Both
B3LYP and OLYP however predict the quintet and triplet states
very close in energy. In contrast, the BP86 functional strongly
overstabilizes the triplet state. Furthermore, with BP86 even the
closed-shell singlet is found below the high-spin GS.

Conforming with previous theoretical studies,2,17,60-62 the
computed relative energies of the different spin states strongly
depend on the method as well as on the size of the basis sets.
Comparing different DFT functionals, we find that the pure
BP86 functional quite strongly overstabilizes the intermediate-
and low-spin with respect to the high-spin state, whereas for

TABLE 3: Relative Energies (kcal/mol) of Spin States for Free Ironporphyrins (Given with Respect to the Lowest State with
Experimental Spin Multiplicity)

S ) 0 S ) 1 S ) 2

A/I B/II A/I B/II A/I B/II

FeP PBE0 38.7 36.7 0 0 -4.6 -0.5
B3LYP 34.5 34.5 0 0 1.9 4.4
OLYP 36.3 36.0 0 0 1.4 6.3
BP86 37.1 35.6 0 0 9.8 15.3
CASPT2a 35.8 35.3 0 0 -8.8 -6.5
CASPT2b 35.4 34.9 0 0 -8.9 -6.5

FeP(Im) PBE0 23.0 16.6 9.8 5.4 0 0
B3LYP 12.6 9.6 3.5 0.7 0 0
OLYP 13.9 8.0 3.9 -0.3 0 0
OLYPb 13.7 8.0 4.2 0.1 0 0
BP86 -0.8 -8.7 -4.3 -9.5 0 0
CASPT2a 18.5 16.3 12.0 9.9 0 0
CASPT2b 18.2 15.9 12.5 10.3 0 0

a For PBE0/A structure. b For BP86/A structure.

TABLE 4: Mulliken Spin Populations for the O2 Complexes
from DFT Calculations

Fe O(1) O(2)

Five-Coordinated Complex
PBE0/A 2.12 -0.97 -1.01
PBE0/B 2.07 -0.98 -1.00
B3LYP/A 2.05 -0.94 -0.99
B3LYP/B 2.08 -0.98 -1.00
BP86/A 1.13 -0.42 -0.65
BP86/B 0.80 -0.29 -0.50
OLYP/A 1.63 -0.65 -0.83
OLYP/B 1.21 -0.46 -0.68

Six-Coordinated Complex
PBE0/A 2.07 -0.97 -0.99
PBE0/B 1.25 -0.47 -0.72
B3LYP/A 1.29 -0.50 -0.72
B3LYP/B 1.17 -0.43 -0.69
BP86/A 0.94 -0.32 -0.56
BP86/B 0.76 -0.25 -0.47
OLYP/A 1.47 -0.59 -0.77
OLYP/B 1.13 -0.42 -0.64

TABLE 5: Binding Energies (kcal/mol) of the Heme-XO
Complexes with Respect to the Low-Spin State of the Hemes
(∆Eb0)

CO NO O2
a

A/I B/II A/I B/II A/I B/II

Five-Coordinated Complexes
PBE0 37.7 40.7 39.6 42.5 39.6 (38.5) 37.5 (37.3)
B3LYP 33.8 37.3 36.3 41.2 33.2 (31.7) 32.9 (32.7)
OLYP 47.7 52.7 58.3 64.8 43.9 (30.5) 43.6 (35.9)
BP86 58.1 62.2 69.5 73.7 50.6 (43.5) 51.7 (46.7)
CASPT2 47.2 51.3 63.3 67.0 41.6 44.8

Six-Coordinated Complexes
PBE0 22.0 24.3 17.6 19.5 13.6 (12.5) 15.8 (9.3)
B3LYP 17.1 19.6 14.0 16.9 11.5 (4.9) 13.4 (7.6)
OLYP 21.9 25.4 24.2 28.3 13.3 (2.2) 13.1 (6.2)
BP86 29.6 32.1 32.2 34.1 17.7 (12.5) 18.6 (14.3)
CASPT2 32.0 35.7 34.2 37.8 22.2 25.7

a Values corrected for spin contamination; uncorrected values
given within parentheses.
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the hybrid functionals the splittings are determined by the
amount of HF exchange, PBE0 (25% HF) systematically
favoring the quintet state more than B3LYP (20% HF). In a
recent study of the spin state energetics of a variety of six-
coordinate ferrous compounds,15 we found both OLYP and
CASPT2 to work very well for the description of the high-
spin-low-spin splittings in these complexes, providing results
which are close both to each other and to the available
experimental data. We note that this is no longer the case here.
In Table 3 the OLYP results for the singlet-quintet and
triplet-quintet splittings differ by 8-13 kcal/mol from the
corresponding CASPT2 results. Instead they are much closer
to B3LYP in all cases. It is also obvious that, in case of FeP,
CASPT2 overstabilizes the high-spin state by at least 6.5 kcal/
mol. We note that this result in fact presents a considerable
improvement with respect to previous CASPT2 studies (per-
formed with smaller basis sets and active spaces),17,60 reporting
quintet-triplet splittings between -20 and -10 kcal/mol. In a
forthcoming publication58 we will show that, after even further
extending the basis set and active space and including also
spin-orbit coupling, the correct GS for FeP may be computed
also by CASPT2.

It is important to note, however, that the sensitivity of the
spin state energetics to the applied method and basis sets only
holds for the relative energies of, respectively, the triplet and
singlet states with respect to the quintet state. The singlet-triplet
splittings themselves are much less affected. This can be seen
most clearly from the results of ∆Esp for FeP in the first column
of Table 3: comparing the results obtained with comparable basis
sets (either A/I or B/II) the energies of the singlet state in FeP
differ by less than 2 kcal/mol, while the differences for the other
states amount to 20 kcal/mol and more. Also basis set effects
are much more limited for this state, up to 2 kcal/mol, than for
the other states, 3-8 kcal/mol. Looking at the configurations
given above, we may conclude that the large fluctuations of
the relative energies with respect to the high-spin state in these
complexes should at least partially be traced back to the
description of the destabilization by the surrounding porphin
ring of the antibonding orbital with predominant iron 3dxy

character. Any transition involving a depopulation of this orbital
is strongly affected, whereas transitions between the other four
3d orbitals, even though involving a spin change, are much less
sensitive to the method and basis sets used. This conclusion
also has an important consequence for the description of the
bonding of XO to either FeP or FeP(Im) in section 3.3, since it
means that the ∆Esp term appearing in the expression of the
binding energy (eq 1) is considerably more method and basis
set dependent for the six-coordinated FeP(Im)(XO) than for the
five-coordinated FeP(XO) complexes.

3.2. Electronic Structure of the Complexes with O2 and
NO. As opposed to the high- or the intermediate-spin ground
state of the free heme systems, the complexes with CO, NO,
and O2 ligands exhibit a low-spin ground state. The CO
complexes are described by a closed-shell ground state corre-
sponding to the ferrous low-spin d6 configuration, the CO
coordinated in a straight fashion by means of “traditional” σ
-donation and π -backdonation. On the other hand, bonding of
both NO and O occurs in a bend fashion, with angles ranging
between 140 and 147° for NO and between 119 and 125° for
O2, and their ground-state electronic structure is accomplished
by an at least partial electron transfer between the metal and
the ligand: from iron to O2, giving rise to the Fe(III)-O2

-

Weiss-type resonance structure,65 or from NO to iron, giving
an Fe(I)-NO+ complex.

The latter is illustrated by Figure 2, showing the spin densities
in the FeP(NO) and FeP(Im)(NO) complexes, obtained from
the different DFT functionals and with CASSCF. Bonding of
the noninnocent NO ligand to the low-spin 3d6 Fe(II) results in
a 2A′ ground state, both for the five- and six-coordinated
complex,31,32,63,64 the unpaired electron becoming delocalized
over an iron 3d orbital with mixed 3dxz-3dz2 character and the
π* orbital of NO. As already noted previously,63 the spin
densities obtained from DFT strongly depend on the applied
functional, in particular on the exchange part. Both hybrid
functionals predict significantly more spin density on the NO
moiety than the pure functionals. For the FeP(NO) complex both
BP86 and OLYP in fact predict the unpaired electron to be
localized predominantly on iron. (Actually, OLYP predicts a
small amount of spin-down density on the NO antiferromag-
netically coupled to spin-up density on the Fe.) In contrast,
B3LYP almost equally divides the spin density between the NO
and the Fe fragments, whereas PBE0 (with more exact exchange
than B3LYP) pushes the spin density even more toward the
NO. A similar dependence of the spin density on the applied
density functional is observed for the six-coordinated complex.
However, as compared to the five-coordinated complex, the spin
density is always shifted toward the NO. Such a flow of spin

Figure 2. DFT and CASSCF spin densities for the doublet state of
heme-NO complexes (basis A/I used, majority/minority spin density
in red/green, contour value 5 × 10-3, Mulliken spin populations given
for Fe and NO).
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density upon coordination of the sixth (imidazole) ligand is
indeed also observed by magnetic circular dichroism (MCD)
spectroscopy.31,32

Interestingly, the CASSCF spin densities show a qualitatively
similar picture as obtained from the nonhybrid functionals
(BP86, OLYP), both for the five- and six-coordinated complex:
in FeP(NO) the unpaired electron is localized predominantly
on Fe while NO carries only negligible spin density, thus
pointing to a Fe(I)-NO+ electronic structure. In the FeP(Im-
)(NO) complex approximately 1/2 of the CASSCF spin density
is localized on iron and the other 1/2 on NO.

For the O2 complexes, the DFT spin populations of the 1A′
ground state, given in Table 4, demonstrate the characteristic
pattern of antiferromagnetic coupling between the Fe (excessive
spin-up) and the O2 (excessive spin-down).2 The multidetermi-
nantal CASSCF wave function for the singlet produces zero
spin density everywhere in space, which also results in zero
spin populations. As such, interpretation in terms of antiferro-
magnetic coupling is more complicated than for DFT. From a
previous analysis of the CASSCF wave function of FeP(Im)(O2)
it was concluded8 that the ground state of oxyheme is dominated
by two configurations with approximately the same importance:
the Weiss configuration, characterized by antiferromagnetic (1,1)
coupling between between doublet Fe(III) and doublet O2

-, and
the Pauling configuration, i.e., a closed shell arising from
interaction between singlet Fe(II) and singlet O2. Other con-
figurations appear in the wave function with significant weights,
among which also the McClure configuration, built from (2,2)
antiferromagnetic coupling between Fe(II) in the intermediate
triplet spin and O2 in its triplet ground state.

As can be seen from Table 4, and conform with earlier DFT
studies,2 the pure BP86 and OLYP functionals predict a partial
charge transfer from Fe to the π* orbitals of O2, reducing the
spin population of the O2 moiety as compared to the free O2

molecule (with two unpaired electrons), and ultimately leading
to an antiferromagnetic Weiss-type electronic structure with
approximately one spin-up electron on Fe(III) iron and one spin-
down on the O2

- moiety. (Note, however, that some of the spin
populations are strongly basis set dependent, the larger basis
set B always predicting the largest charge transfer.) With

B3LYP, a different behavior is observed for the five- and six-
coordinated complex. In FeP(Im)(O2), this functional predicts
an oxygen spin population close to 1, similar to the pure
functionals. However, for FeP(O2), the B3LYP oxygen spin
population rather indicates two unpaired electrons, as it is for
the free (unbound) oxygen molecule. A similar behavior is also
found for the PBE0 functional. However, with this functional,
only the largest basis set B gives a Weiss structure for the
FeP(Im)(O2) complex, whereas FeP(O2) with both basis sets
and FeP(Im)(O2) with basis A are predicted to have a (McClure)
ground state arising from (2,2) antiferromagnetic coupling
between triplet Fe(II) and O2 in its triplet ground state.

The difference between both bonding types is also reflected
in the structures of the oxygen complexes obtained with the
different functionals. In those cases where a Weiss structure is
found, charge transfer from iron into the O2 antibonding π*
orbital results in an increased O-O bond length, by around 0.06
Å, as compared to free O2. The Fe-O bond distance in these
complexes is around 1.9 Å, typical for an Fe-O chemical bond.
On the other hand, the PBE0 and B3LYP structures of FeP(O2)
and the PBE0/A structure of FeP(Im)(O2) exhibit much larger
Fe-O distances, around 2.5 Å, while the O-O distance in this
case remains close to the free O2 value (1.20-1.23 Å, depending
on the functional). This indicates that in these complexes Fe-O
bond formation is in fact very weak, an observation which is
supported by the calculated binding energies, presented in the
next section. For further details concerning the structures of the
different complexes, we refer to the Supporting Information.

3.3. Binding Energies. The binding energies of CO, NO,
and O2 to FeP and FeP(Im) are presented in Tables 5 and 6.
Table 5 gives the “intrinsic” binding energy ∆Eb0, with respect
to the low-spin state of the proper heme, whereas in Table 6
the ∆Eb0 numbers are combined (according to eq 1) with the
corresponding spin pairing energies, ∆Esp (Table 3), to give the
final binding energy, ∆Eb, with respect to the lowest state
corresponding to the experimental spin multiplicity. Note that
all data in both tables include BSSE and ZPVE corrections.
For the O2 complexes, Table 5 gives the results for the binding
energies both with and without (within parentheses) a correction
for spin contamination (eq 2), whereas in Table 6 only the
corrected results are included.

A few words must be said about the origin of the experimental
results included in Table 6, as they rarely come from direct
measuments. Two similar experimental binding energies are
given for the five-coordinated complex with NO: from radiative
association and associative equilibrium measurements.66 Among
the experimental results cited here, these two are presumably
the most accurate and best suited for comparison with the
computational results, as they are measured directly and for the
gas phase. Table 6 also includes two sets of experimental data
for the six-coordinated complexes. The first set refers to chelated
protoheme (mono-3-(1-imidazoyl)-propylamide monomethyl
ester) dissolved in an apolar medium, while the second set refers
to myoglobin.12 An estimation of the “protein effect” (see
Computational Details) was subtracted from the myoglobin
experimental data to give numbers comparable to the calculated
results for the six-coordinated complexes. Furthermore, the data
taken from myoglobin, as well as the experimental binding
energy for the six-coordinated complex with O2 in fact cor-
respond to activation barriers for heme-XO dissociation,
estimated from the dissociation rate constant1,12 using transition
state theory. This choice is motivated by the fact that entropy
changes between the bound complex and the transition state
for heme-XO dissociation may be expected to be minimal,

TABLE 6: Binding Energies [kcal/mol] for the Heme–XO
Complexes (∆Eb)

CO NO O2

A/I B/II A/I B/II A/I B/II

Five-Coordinated Complexes
PBE0 -1.0 4.0 0.9 5.8 0.9 0.8
B3LYP -0.7 2.8 1.8 6.7 -1.3 -1.6
OLYP 11.4 16.7 22.0 28.8 7.6 7.5
BP86 21.0 26.5 32.4 38.1 13.4 16.1
CASPT2 11.4 16.0 27.5 31.7 6.2 9.9
exptl66 26.6a

28.9b

Six-Coordinated Complexes
PBE0 -1.0 7.7 -5.3 2.9 -9.4 -0.8
B3LYP 4.6 9.9 1.4 7.3 -1.0 3.8
OLYP 8.0 17.4 10.5 20.3 -0.5 5.1
BP86 30.4 40.6 33.0 42.7 18.5 27.4
CASPT2 13.5 19.4 15.8 21.6 4.1 9.9
exptl1,12,13 18.1d 12.3c

19.5e 22.8e 10.1 e

a Radiative association. b Associative equilibrium. c Dissociation
barrier. d Estimated from c and relative CO/O2 dissocation
equilibrium constants. e Dissociation barriers for myoglobin,
corrected for the absence of the protein environment (section 2.5).
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while the reverse association barrier should instead roughly
correspond to the loss of entropy when binding the two
fragments. The latter value may be expected to be the same for
the three XO (an estimate of 10 kcal/mol is given in ref 1).
Using dissociation barriers instead of the actual (free) energies
of dissociation should therefore minimize “contamination” of
the experimental data by entropy effects, which are not included
in the calculated results. The value of 18.1 kcal/mol for the
binding energy for the six-coordinated complex with CO was
estimated from the relative values of the equilibrium constants
for dissociation of CO and O2. (The same cannot be done for
NO since the equilibrium binding constant for this ligand was
not recorded.) For a more thorough discussion of heme-XO
dissociation energies and associated entropy effects, we refer
to ref 1.

A first look at Tables 5 and 6 already shows that both the
DFT and CASPT2 binding energies strongly depend on basis
set sizesthe larger basis sets, expectedly, giving the strongest
bonds (not always for O2, which is a notable exception). The
effect on ∆Eb0 is limited to 5 kcal/mol or less in almost all
cases. However, in ∆Eb this bond strengthening effect is
combined with a considerable basis set effect on the spin pairing
energy, in particular for FeP(Im) (Table 3), thus giving rise to
basis set effects of up to 10 kcal/mol on, e.g., the BP86 binding
energies of the FeP(Im)XO complexes. The rest of the discus-
sion in this section will be based on the results obtained from
the larger basis sets (B/II).

Looking first at the DFT results in Table 5, we note the
following trends. Both for FeP and FeP(Im), the strongest
Fe-XO bond is systematically predicted by BP86, followed
by the other pure OLYP functional. Both hybrid functionals
predict significantly smaller ∆Eb0 values, in the order B3LYP
< PBE0. Interestingly, as compared to the DFT results, CASPT2
predicts binding energies which are quite close (to within 3 kcal/
mol) to OLYP for all three FeP(XO), whereas for the six-
coordinated complexes the ∆Eb0 values predicted by CASPT2
are significantly larger than any of the DFT results.

Going from Table 5 to Table 6 means substracting the spin
pairing energy from ∆Eb0. Since for the five-coordinated
complexes the values the ∆Esp values (singlet-triplet splitting)
are relatively indifferent to the method and basis set used (see
also section 3.1), the ∆Eb values in Table 6 are quite uniformly
lowered by 35-37 kcal/mol as compared to the corresponding
data in Table 5. However, the trends observed between them
are maintained, with BP86 giving the strongest bonds, both
hybrid functionals giving very weak bonds, and both OLYP
and CASPT2 in between and close to each other.

On the other hand, for the six-coordinated complexes, ∆Esp

stands for the singlet-quintet splitting in FeP(Im), showing a
much more capricious behavior with respect to the computa-
tional method, thus jumbling up the relative values of the
binding energies ∆Eb as compared to ∆Eb0. In particular, with
BP86 strongly overstabilizing the singlet state and CASPT2
instead favoring the quintet state, the ordering of the binding
energies obtained from both methods is reversed. As Table 6
shows, BP86 by far predicts the strongest Fe-XO bonds also
for the six-coordinated complexes, whereas the CASPT2 values,
as for FeP(XO), now again quite closely agree with OLYP. As
for the hybrid functionals, with PBE0 more strongly favoring
the quintet with respect to the singlet state than B3LYP, the
former functional systematically predicts the weakest Fe-XO
bond in the six-coordinated complexes.

As compared to the experimental data in Table 6, both hybrid
functionals obviously grossly underestimate the strength of all

three heme-XO bonds. On the other hand, the nonhybrid BP86
functional profoundly overbinds in all cases. Among the tested
DFT methods, OLYP is the only functional predicting binding
energies in a reasonable agreement with experiment. The largest
error (5-7 kcal/mol) occurs for the six-coordinated O2 complex.
With the CASPT2 method and basis II, satisfactory results for
∆Eb are obtained in all cases. For FeP(NO), and presumably
also for the other FeP(XO) complexes, the method overbinds
by 2-5 kcal/mol. On the other hand, the results obtained for
the six-coordinated complexes are very close, but systematically
somewhat smaller (up to 1.1 kcal/mol) than the ∆Eb values
deduced from experiment. This close agreement should, how-
ever, be put into some perspective, given that the high-to-low
spin transition energy, which comes into these binding energies,
is overestimated by CASPT2 (with the present basis sets) by at
least a few kcal/mol. In the complete basis set limit, the present
binding energies might increase by several kcal/mol, partly
because of the very sensitive ∆Esp term. It is also noteworthy
that, for FeP(NO), the value of ∆Eb might be reduced by 6.5
kcal/mol (Table 3) to 25.2 kcal/mol, by calculating this property
with respect to the (erroneous) CASPT2 quintet ground state
rather than to the experimental triplet ground state of FeP, thus
giving again slight underbinding. From this we believe that the
accurate CASPT2 binding energies ∆Eb for the FeP(Im)(XO)
complexes are the result of a cancelation of errors obtained from
a method which inherently overbinds by a few kcal/mol.

It must be added here that for the myoglobin-CO complex
yet another (smaller) binding energy was reported,67 which
would suggest a significantly smaller binding energy (11.9 kcal/
mol) of FeP(Im)(CO). This result would imply that the CASPT2
binding energy for this complex could be overestimated and
the B3LYP result could be more correct. (Similar suggestions
that B3LYP works satisfactorily for CO binding were done on
the basis of coupled clusters calculations for small model
complexes.10) However, one must remember that the two
different “experimental” binding energies for FeP(Im)(CO) were
obtained from the experimental data in a different way. Sticking
to the procedure outlined above (from the dissociation rate
constant), one would obtain from ref 67 much higher binding
energy (∼19 kcal/mol), similar to the previous values. Therefore,
the apparent discrepancy of the experimental data could lie
merely in their interpretation. At the moment, however, one must
be aware that both binding energies for FeP(Im)(CO)sthe higher
∼18-19 and the lower ∼12 kcal/molsmight be uncertain and
this must not be forgotten when judging the accuracy of the
theoretical methods.

Among the three studied diatomic molecules, O2 is known
to form the weakest bond to ferrous heme, while NO should
form a stronger bond than CO. This trend is illustrated by the
experimental binding energies of the six-coordinated complexes
in Table 6. It is also reproduced by all calculated results for the
five-coordinated complexes. However, for the six-coordinated
complexes, both hybrid functionals fail to reproduce the correct
relative affinity of NO as compared to CO. With B3LYP, CO
binds more strongly by 2.6 kcal/mol than NO. With PBE0, the
difference is even larger: 4.8 kcal/mol. The problem of too weak
bonding of NO to ferrous heme was already noted in a previous
B3LYP study,1 where it was considered an important (worrying)
issue for further investigation.

As mentioned, oxygen is found to give the weakest bond in
all cases. However, the experimental binding energy to FeP(Im)
may be satisfactorily reproduced only by the CASPT2 method.
Except for BP86 which (as usually) overbinds, all DFT
calculations produce a considerably too low binding energy.
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This is particularly so for the hybrid functionals which, except
for B3LYP in case of FeP(Im)(O2), do not predict any O2

bonding. For the five-coordinated complexes (and for the
PBE0/A calculation on FeP(Im)(O2)) the lack of O2 bonding
may be related to the calculated structural data and spin
populations, discussed in the previous section. The very long
Fe-O distances, as well as the oxygen O-O distances and spin
populations close to free triplet O2 (Table 4), were already
indicative for the absence of any significant bonding. As can
be seen from Table 5, the correction for spin contamination is
also small (<1 kcal/mol) in all cases with (2,2) coupling, thus
pointing to weak antiferromagnetic coupling. For the other, (1,1)
coupling cases, the correction for spin contamination is obvi-
ously much larger, up to 7.7 kcal/mol (OLYP/B for FeP(O2)).
As a matter of fact, with the exception of BP86, all cases where
DFT predicts a bonding heme-O2 interaction it only does so
after including the correction term. Thus, with this method any
bonding of O2 to ferrous heme is in fact completely determined
by an approximate correction term. This (of course) strongly
speaks in favor of the alternative CASPT2 method, which
operates on the spin-pure wave function and does not need any
correction to describe bonding in the O2 complexes.

While this is the first study reporting CASPT2 binding
energies for the complexes concerned, some of the DFT results
reported here may be compared to previous calculations. For
instance, in a previous B3LYP study of the six-coordinated
complexes employing a similar model, the following binding
energies were obtained: 16.9, 12.5, and 7.6 kcal/mol for binding
of CO, NO, and O2, respectively.1 Although the same trends
for the different XO ligands were found, these binding energies
are systematically larger, by 4-7 kcal/mol, than the present
results. The differences should be brought back to a combination
of differences in the methodology, such as that in the previous
study (a) imidazole was replaced by ammonia, (b) an apolar
solvent was introduced by means of a continuum model, (c)
ZPVE was not considered (an effect which reduces ∆Eb by
around 3 kcal/mol, after accounting for the contributions to ∆Esp

and ∆Eb0; see the Supporting Information), (d) no correction
for BSSE was included (an effect ranging in this study between
6.0 and 0.6 kcal/mol for either basis A or B). In a more recent
DFT study,10 binding energies of 18.1, 12.7, and -2.83 kcal/
mol were obtained with B3LYP for the bonding of CO, NO,
and O2 to FeP(Im), respectively. No corrections for BSSE and
ZPVE were included in these binding energies, and no correction
for spin contamination was added for O2. This may explain the
larger values for ∆Eb for CO (by 8.2 kcal/mol) and NO (by 5.4
kcal/mol) as compared to this work, as well as the negative
value for O2. A third comparison is possible with previously
published B86+P86 results.2 This functional, though slightly
different from BP86 (i.e., B88+P86), is expected to give similar
binding energies. Indeed, our binding energies for the five-
coordinated complexes are reasonably close to the previously
published results: 26, 35, and 9 kcal/mol for CO, NO, and O2

binding, respectively. Our binding energy for O2 is larger,
presumably because the cited result does not include any
correction for spin contamination. To make an analogous
comparison for the six-coordinated complexes, it is necessary
to express our binding energies with respect to the triplet state
of FeP(Im), since this state was used as a reference in the cited
paper. When doing so, our BP86 binding energies become 31.3,
33.2, and 17.8 kcal/mol for CO, NO, and O2 binding, respec-
tively, which can be compared with 35, 36, and 15 kcal/mol
taken from the cited paper. Again, given the small differences
in methodology, both sets of binding energies essentialy agree.

4. Conclusions

The heme complexes with a series of inorganic diatomic
ligands (CO, NO, and O2) were theoretically investigated with
several DFT methods (PBE0, B3LYP, OLYP, BP86) and the
CASPT2 ab initio approach.

Ligand binding energiessthe target properties of the present
studyswere computed with respect to the lowest state in the
free heme with spin multiplicity reported by experiment, triplet
for FeP but quintet for FeP(Im). A reasonably good agreement
with experiment was found only for the CASPT2 and OLYP
results. The performance of these two methods is especially
satisfactory, given the very poor results of the other considered
functionals, either strongly underbinding (the hybrid function-
als), particularly for NO, or strongly overbinding (the BP86
functional). According to the present results, the OLYP func-
tional is the only DFT method to be recommended for the
energies of the similar systems. (Of course, we do not claim
that this is a universal property of OLYP.) Its good energetic
performance is, however, belittled by an apparent structural
failure: OLYP does not predict a stable structure for the
FeP(Im)(NO) complex. Moreover, it must be noted that all DFT
binding energies for the O2 complexes (including the OLYP
one) strongly rely on an approximate correction term, included
to deal with the spin contaminationswithout this term the
quality of the result would be significantly worse. When judging
the accuracy of the theoretical methods one must, however, be
aware of possible errors in the experimental binding energies
(e.g., for CO), as we discussed above.

The nitric oxide, as a so-called noninnocent ligand, signifi-
cantly changes the electronic structure upon binding. This makes
the spin distributions in the heme-NO complexes particularly
interesting.63 For the doublet state of FeP(NO) and FeP(Im)-
(NO), very different spin densities are obtained from different
functionals, making the DFT results inconclusive. The CASSCF
spin densities may therefore be used as a guide. We have found
that the CASSCF spin densities are better reproduced by the
pure functionals (BP86, OLYP) than by the hybrid ones.

In a previous computational study,1 obtaining accurate binding
energies for CO, NO, and O2 to heme was described as being
“more difficult than expected”. Herein we also find this a very
demanding task, in terms of basis set demands and electronic
correlation effects. Certainly, the calculations performed in this
work go well beyond routine quantum chemical modeling.
However, despite some remaining doubts, we hope that a
number of important aspects of heme-XO binding have been
clarified by the present CASSCF/CASPT2 contribution, in
comparison with DFT. It is expected thatsalong with software
and hardware improvementssthe CASSCF/CASPT2 methodol-
ogy could become a more and more useful tool for energy
prediction and solving the electronic structure of biochemical
systems, in particular for electronically complicated situations,
where DFT is no longer capable of providing quantitatively
correct answers.
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